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EXPERIMENTAL EVIDENCE ON THE “CREDIT RATIONING” THEORY
Sergio H. Lence'

Credit markets are probably the markets most heavily regulated and intervened upon by
governments all over the world. For example, U.S. regulations explicitly prohibit commercial
banks from engaging in many otherwise legal activities (e.g., there are legal limits to the amount a
bank may lend to any one borrower) (Spong). The significant size of federally-assisted lending in
the U.S., which exceeded $4 trillion between 1980 and 1987 (Gale), is illustrative of the extent of
government intervention in credit markets. Such heavy government involvement in credit markets
is due, at least in part, to the belief that poorly-functioning credit markets are a major obstacle to
an economy’s well-being.

Credit rationing is a major credit market imperfection. A formal theory of credit rationing
was first advanced by Stiglitz and Weiss and further developed by many others. The great interest
in this area of research is evidenced by the fact that Stiglitz and Weiss’ study has been among the
most cited articles in economics in recent years.! The article by Stiglitz and Weiss constitutes a
cornerstone of contemporary models in macroeconomics (e.g., Azariadis and Smith),
development economics (e.g., Basu), finance (e.g., Thakor), public economics (e.g., Innes), and
regional economics (e.g., Hughes), among other fields in economics.

Despite the significant theoretical developments, there has not been a parallel empirical
work and, to the best of this author's knowledge, no tests of the theory of credit rationing have
been performed. Therefore, the present research is aimed at starting to fill this empirical gap in

our current understanding of credit markets.

* Associate Professor, Department of Economics, Iowa State University, Ames.
IThe Social Science Citation Index has often shown more than 50 articles citing Stiglitz and Weiss in a single
year.
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The distinctive contributions of the present study to the literature are twofold. First, it
shows how to set up laboratory experiments specifically aimed at examining the workings of
credit markets. Second, tests of the theory of credit rationing are performed employing data

gathered at laboratory sessions conducted under the advocated experimental design.

A Simple Theoretical Model of Credit Rationing
The theoretical model underlying the experimental design is a simplified version of the one
advanced by Stiglitz and Weiss. Succinctly, the basic economy consists of N > 2 risk-neutral
entrepreneurs and of numerous risk-neutral banks. Each entrepreneur belongs to one of @ < N

entrepreneurial types, with the number of entrepreneurs of type @ being denoted by N so that

Yo, N, =N. Each entrepreneur of the &th type can invest in a single project that either suceeds
and yields R; with probability ps or fails and yields R/ with probability (1 — pg). Projects

associated with different entrepreneurial types differ in their outcomes, but all projects have the

same expected outcome R . That is,

(1.1) R =R: pe+ R/ (1-py), 6=1,2, ..., O.
Without loss of generality, it will be assumed throughout that R} < R; <... < R_, so that p, > p,

> ... 2 pe. In other words, entrepreneurs with a greater &index are "riskier," in the sense that they
have a greater probability of failure (although they have higher profits if they succeed).

Each entrepreneur has zero wealth, and must invest the indivisible amount 7' > 0 to realize

his project. To make the problem interesting, it is assumed that ¥ > R/ . Also, for simplicity and

without loss of generality, F is set equal to one throughout the remainder of the analysis.
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Therefore, an entrepreneur must borrow $1 from a bank to pursue his project. In return, the
entrepreneur must promise to pay $(1 + r) back to the bank if the project succeeds, and to
surrender the project's outcome to the bank if that outcome is less than $(1 + 7). In other words,

r is the contractual interest rate.

By investing in a project, the random net profits of a G-type entrepreneur are z,(r) =[R;
— (1 + r)] with probability pg and 7,(r) =0 with probability (1 — ps). Hence, his expected

profits are

(1.2) @, (r) =[R; —(1+1)]pe
But a risk-neutral G-type entrepreneur will invest in a project only if he expects to profit from it

(7,(r) 20). Therefore, the maximum interest rate at which he is willing to borrow (74*) is:

(1.3) rg* = R; - 1.
It follows from (1.3) that r* <r,* < ... <rg* because R’ < R; <...< Rg. That is, the riskier

the entrepreneurial type (i.e., the smaller his probability of success), the greater the interest rate at
which the entrepreneur is willing to borrow. This is the “adverse selection” effect that drives the
credit rationing results; by charging higher interest rates, banks cause the “safer” entrepreneurs to
exit the market.

The aggregate demand for loans (L) denotes the total amount of funds that entrepreneurs
are willing to borrow at any given interest rate. The demand curve L” is derived from (1.3) and is
depicted in Figure 1. The demand curve L” is a monotonically nonincreasing function of the
contractual interest rate (). This occurs because the higher the contractual interest rate, the

greater the number of entrepreneurs who do not to want borrow, as borrowing at a higher interest
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rate will lead to negative expected profits. Furthermore, the aforementioned adverse selection
effect means that only the riskier entrepreneurs (those with a small probability of success) are
willing to borrow at high interest rates.

A bank’s loan at interest rate r to a &-type entrepreneur yields a random revenue of p,(r)
= (1 + r) with probability ps and 5, () = c(R]) < (1 + r) with probability (1 - ps). The
function [R] ~c(R/)] > O represents the cost incurred by the bank to verify that the project has
failed (Gale and Hellwig). Costly state verification (i.e., costly bankruptcy) yields debt, as
opposed to equity, the preferred contractual arrangement between banks and entrepreneurs in our

setting (Black and de Meza). Therefore, a bank’s expected revenue from a loan at interest rate »

to an entrepreneur of type 6 equals:

(1.49) p,(r) =1+ pe+ c(R]) (1 —pg)ifr<rg*, p,(r) =0ifr>rg*.

Expression (1.4) implies that, if it were possible, banks would charge the contractual
interest rate r¢* to E-type entrepreneurs. This is true because doing so maximizes the expected
profits from lending to such entrepreneurs (0 = p,(r >r,*) < p,(r <7,*) < p,(r=r,*)). But
if banks cannot distinguish among different entrepreneurial types, banks will charge the same
interest rate to all loan applicants. In this instance, a bank's expected revenue per loan made is

given by the weighted average of (1.4):

Yo [A+7) py +c(RI)(1- p,)IN,

(1.5) E[p,(M] = o, N,

3

where j is such that 7,;* <r <r;*, and E(-) denotes the expectation with respect to the population

of entrepreneurs willing to borrow at the interest rate r.
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For each loan made, a bank incurs a cost to obtain the funds that are loaned. Furthermore,
that cost increases with the total number of loans made by the banking sector as a whole (L°).
Hence, a bank's cost of funds for each loan made is represented by the monotonically
nondecreasing function i(L%) > 0, with #*(L%) > 0. If the banking sector is competitive, risk-neutral

banks will compete until their expected profits are driven to zero, so that

(1.6) E[pg,(r)] -i(L*)=0.
From (1.6), the aggregate supply of loans by banks is obtained as L° = i { E[p, (r)] }, where i)

denotes the inverse function of i(-).

The aggregate loan supply schedule (L) may be backward bending, as illustrated in Figure
1. This is in contrast to typical supply schedules for other goods/services (except labor), which
are monotonically nondecreasing. The loan supply schedule in Figure 1 is backward bending
because higher interest rates induce the "safest" entrepreneurs to exit the market. Hence, at high
interest rates only the "riskiest" entrepreneurs are willing to borrow. Loan supply is zero at loan
prices between 120 and 155, because lenders expect a loss by lending at such prices. The reason
for this is that, even though loan prices between 120 and 155 are relatively high, they are not high
enough to offset the very low probability of success of the pool of loan applicants left at such
prices.

As a result of the backward-bending supply curve, it is possible for loan market
equilibrium to be characterized by "credit rationing." In Figure 1, the credit rationing equilibrium
occurs at loan prices between 47 and 75. When loan prices are between 47 and 75, there are 10
loans demanded but only 8 loans supplied, which implies a "credit rationing" of 2 loans. Loan

prices between 47 and 75 constitute an equilibrium, because banks have no incentive to deviate
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from such loan prices.2 If banks were to increase loan prices above 75, they would give up
profits. This is true because the "safer" entrepreneurs would exit the market due to the high loan
prices, thereby leaving a "riskier" pool of loan applicants which yields smaller expected profits per
loan made (see (1.5)). If banks reduced loan prices below 47, they would give up profits as well.
This is true because the price reduction does not increase the pool of loan applicants.

Given the supply and demand schedules shown in Figure 1, an alternative outcome is the
"market clearing" equilibrium which is attained at loan prices between 190 and 205. This
outcome may be termed an equilibrium, because at such loan prices the number of loans supplied
(2) equals the number of loans demanded (2), so that there is no "credit rationing." However, the
present theoretical model indicates that the "credit rationing" equilibrium will prevail over the
"market clearing” equilibrium. This is true because at the "credit rationing" equilibrium banks
maximize their profits per loan and the number of loans made; hence, banks have no incentives to

charge loan prices greater than 75.

Observationally Distinguishable Entrepreneurs

In the previous model, banks charged a single interest rate to all borrowers because it was
impossible for banks to distinguish among potential borrowers. A realistic extension consists of
allowing for I"groups of observationally distinguishable entrepreneurs. In this instance, it is
necessary to index the variables in the previous model to identify the entrepreneurial group to

which they refer. For example, for each observationally distinguishable group ¥ (y=1, 2, ..., I),

2Within the 47-75 interval, banks increase (entrepreneurs reduce) their expected profits by increasing the loan
prices charged (paid). Actual loan price locations within the 47-75 interval will depend on the relative negotiating
power of banks vis-a-vis entrepreneurs.
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there is a total of M(y) entrepreneurs and €X») types (each of them denoted by &(»)), and group »'s

expected project outcome is R(y).

Since banks can distinguish among the I"borrower groups, they can taylor an interest rate
for each group (i.e., charge r(3) to group 7). A bank's expected revenue from a loan made to an

entrepreneur of group y who is of type &) at interest rate 7(y) equals E{p,,,[r(»)]} (see (1.5)).

To maximize profits, banks will lend first to the observationally distinguishable group that yields
the greatest expected revenues per loan. Only after the pool of loan applicants from such a group
is exhausted will banks lend to the entrepreneurs from the observationally distinguishable group
that yields the next greatest expected revenues per loan, and so on. As a result, if banks’ cost of
funds (i(L%)) is sufficiently high, some of the observationally distinguishable entrepreneurial
groups do not receive loans at any interest rate (). That is, some entrepreneurial groups are

“redlined.”

Institutional Setting

Hellwig argues that the equilibrium outcome in markets with adverse selection may depend on the
institutional setting. For example, the equilibrium outcome in a market in which banks move first
(i.e., banks offer loans that entrepreneurs may or may not accept) need not be the same as the
outcome obtained when entrepreneurs move first (i.e., entrepreneurs ask for loans that banks may
or may not decide to fund). In contrast, the preceding theoretical model is not explicit about the
precise meaning of “competition.” That is, the institutional setting is implicitly irrelevant to obtain
Stiglitz and Weiss’ credit rationing results. Therefore, it seems appropriate to investigate

empirically whether the institutional setting matters or not for a credit market equilibrium.
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Testable Hypotheses

The main objective of the present study is to shed light on some of the fundamental implications

of the theory of credit rationing. More specifically, the analysis focuses on the following two key

propositions from such theory, which can be proven using the credit market model presented in
the previous section:

e Proposition 1. Under certain conditions, in a market where all loan applicants look identical,
some of them receive loans and others do not, and the latter do not receive loans even if they
offer to pay a higher interest rate.

e Proposition 2. Under certain conditions, identifiable groups of individuals cannot obtain
loans at any interest rate with a given supply of credit, even though they do with a larger
credit supply.

In addition, given the ambiguity of the theory with regard to the institutional setting, the
analysis also investigates the following proposition:

e Proposition 3. The institutional setting does not affect market behavior.

The testable hypothesis designed to provide information about the empirical validity of

propositions 1 through 3 are discussed in the next subsections.

Testable Hypotheses of Proposition 1

According to the theoretical model with no observationally distinguishable loan applicants, credit
rationing may occur under certain conditions. That is, in a market where all loan applicants look
identical, some of them receive loans and others do not, and the latter do not receive loans even if
they offer to pay a higher interest rate. The theoretical model's results may be tested by means of

working hypothesis P1.1:
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e Working hypothesis P1.1. Assume that the theoretical model is parameterized so as to yield a
rationing equilibrium. Then, the prices and quantites traded in the corresponding experimental
implementation are the same as the prices and quantities traded predicted by the theoretical
model.

It may be argued that the system under study is so complex that a statistical rejection is
almost assured (Noussair, Plott, and Riezman), even though important aspects of the empirical
results may closely conform to the theoretical predictions. For this reason, we also perform a
"comparative statics" test by means of working hypothesis P1.2:

e Working hypothesis P1.2. Assume that the theoretical model is initially parameterized so as
to yield a rationing equilibrium, and that the theoretical supply of funds is increased to obtain a
new rationing equilibrium with the same prices but greater quantity traded than in the original
parameterization. Then, in the corresponding experimental implementation, the increase in the
supply of funds will leave prices unchanged but will cause quantities traded to increase.

The t.est based on working hypothesis P1.2 is less stringent than the one based on working

hypothesis P1.1, because the latter entails levels, whereas the former only involves changes.

Testable Hypothesis of Proposition 2

In the presence of observationally distinguishable entrepreneurial groups, the theoretical model
indicates that some entrepreneurial groups may be “redlined.” Let the I”entrepreneurial groups

be ordered according to banks’ maximum expected profits per loan made to each of such groups
(i.e., let > 3 if max,, ) E{py, ,[r(r:)]1} > max,, , E{ﬁa(,j)[r(}'j)]}). Then, the working

hypothesis corresponding to the “redlining” result is P2.1:
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o Working hypothesis P2.1. Assume that there are observationally distinguishable groups, and
that the theoretical model is parameterized so that in equilibrium one of the entrepreneurial
groups  is rationed but not redlined. Then, in the corresponding experimental

implementation, all of the entrepreneurs in group - receive loans.

Testable Hypotheses of Proposition 3
In developing the theoretical model, no specific references were made to the institutional setting.
For example, no explicit assumption was made about the market being characterized by posted
offers (i.e., banks offering loans that entrepreneurs may or may not accept) or by posted bids (i.e.,
entrepreneurs asking for loans that banks may or may not decide to fund). Similarly, the
theoretical model is not explicit about the amount of information that entrepreneurs have about
the functioning of the market. For example, the model does not assume that entrepreneurs know
how bankers (or even other entrepreneurs) make their lending (borrowing) decisions. Hence, the
model’s credit rationing results are implicitly independent of the institutional setting. The
empirical validity of such conclusions may be tested by means of working hypotheses P3.1 and
P3.2:
e Working hypothesis P3.1. Market equilibrium outcomes are the same under posted offers as
under posted bids.
o Working hypothesis P3.2. Market equilibrium outcomes do not depend on whether

participants are “informed” or “uninformed.” Informed (uninformed) participants means that
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entrepreneurs are (not) told of the problem the bankers face in making their decision, and vice

versa.3

Experimental Methods and Procedures
The fundamental reason for the existence of rationing equilibrium is that lenders know less about
borrowers than the latter know about themselves. Furthermore, different degrees of lender
information about borrowers may lead to different results (e.g., contrast the situation in which all
of the loan applicants look the same with that in which there is more than one observationally
distinguishable entrepreneurial group). Hence, in any test of the credit rationing theory it is
crucial to control strictly for the information available to market participants. Because the best
way to accomplish such a strict control is by using laboratory conditions (Brandts and Holt, Davis
and Holt, Plott, Roth, Smith), experimental sessions were conducted to systematically collect
credit market data.

The data analyzed in the present study were obtained from 14 laboratory experiments.
The experimental design specifically addressed two issues of potential relevance for the outcomes
of the experiments; namely, unbiasedness and risk attitudes.

With regard to unbiasedness, in laboratory settings it is important to avoid biases due to
experimental subjects perceiving that some behavioral patterns are considered either "correct” or
"incorrect" (Davis and Holt, Ch. 1). This issue is highly pertinent to the present context, because
words such as "loans" or "borrowers" are likely to carry strong moral and/or ethical connotations,

and induce subjects to behave differently than if the terms "objects" or "buyers" are used instead.

31In practice, the "informed" setting is accomplished by giving the same game instructions to all market participants
at the beginning of the experimental session, and then telling them what kind of player (i.e., lender or borrower)
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Hence, credit language (e.g., loan, borrower, lender) was discarded in favor of a more neutral
wording (e.g., object, buyer, seller) for experimental purposes.

The theoretical credit markets introduced previously are isomorphic to markets where
sellers (Ienders) may supply an object (loan) to buyers (borrowers) at a price (interest rate), but
the "net price" or actual amount of money received by sellers from a sale (loan repayment)
depends on the specific buyer they sell to. Buyers who are willing to bid high prices (i.e., the
"riskiest" loan applicants) are the ones that yield the lowest "net price" for sellers. This
isomorphism allowed us to write the laboratory instructions without ever referring to credit
language, and to conduct the experiments without subjects realizing that they were actually
participating in credit markets.

Experiments were performed with sellers located in different rooms than buyers. This was
done not only to better control for the information available to sellers and buyers (i.e., "informed"
vs. "uninformed" settings), but also to control for behavioral biases. For example, "risky" buyers
might have felt embarrased to bid high prices if buyers had been able to identify them personally.
Also to control for biases, experiments involving observationally distinguishable buyer groups
were performed using colors to identify such groups (e.g., buyers could belong to the "blue"
gréup or to the "red" group).

Another important issue addressed in the experimental design was the risk attitudes of
experimental subjects. Because the theoretical model assumes risk-neutral decision makers,
experimental subjects were induced to behave in a risk-neutral manner. In the case of buyers, this

was accomplished by simply setting their payoffs equal to their expected values. That is, the

they are. In contrast, laboratory experiments with "uninformed" participants are those in which individuals are
provided only the instructions corresponding to the kind of player that they are.
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payoff to a buyer of type & who bought an object at price (1 + ) was nonrandom and equal to
7o(r) =[R; — (1 +r)] pe(see expression (1.2)).

The strategy used to induce risk neutrality upon sellers was quite different from that used
upon buyers. The reason for this was that, for the experiments to represent the theoretical model,
it was crucial that sellers not know the buyer type to whom each of them sold until after making
the sale. Risk neutrality upon sellers was induced by adopting the two-stage lottery procedure
advocated by Berg et al. That is, a seller's random payoff from a sale was denominated in terms

of tickets to a lottery to be conducted in a second stage.

Brief Description of a Generic Experimental Session
Each experimental session involved between 14 and 18 subjects, who were drawn from the
population of students at Iowa State University taking economics principles classes and who had
no previous experience participating in experimental markets. Each experimental session took
approximately two hours to complete. During each session, sellers and buyers participated in 15
trading periods of about 4 minutes each. The item being traded was named “object.” During the
experiment, all earnings were expressed in “experimental yen” (¥). At the end of the experiment,
earnings in experimental yen were converted into U.S. dollars at a prespecified exchange rate.
Subjects were paid $10 plus any additional money earned during the experiment. On average,
subjects earned between $20 and $25 in total for participating in the experimental session.

In each period, each buyer was allowed to purchase up to one object. If a buyer
purchased the object, he received a prespecified "value" for that period and his earnings were

computed as Earnings = Price x Value. If the buyer did not purchase in the period, then his
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earnings were zero for that period. Earnings from each period were added up to obtain the

buyer’s cumulative earnings at the end of the experiment.

For sellers, each period consisted of three stages: (1) a trading stage; (2) a revelation
stage; and (3) a lottery stage.

1. Trading Stage: In each period's trading stage, each seller was allowed to sell up to one object.
The seller incurred a prespecified "cost" for that period if he sold the object. If the seller did
not sell the object, he did not incur such cost.

2. Revelation Stage: In each period's revelation stage, the buyer “type” to whom each seller sold
an object at the trading stage was revealed. Given this buyer “type,” each seller converted the
price at which he sold into a "final price" that depended on the specific buyer he had sold to
(sellers were provided a conversion table for this purpose). The final price was used to
calculate the number of tickets to a lottery that determined the seller’s likelihood of winning
¥100 or ¥0. If the seller sold his object in the trading stage, then his lottery tickets were
calculated as Lottery Tickets = Final Price x Cost. If the seller did not sell his object at the
trading stage, he did not incur the Cost, and his Lottery Tickets equalled a prespecified
number greater than zero.

3. Lottery Stage: In each period's lottery stage, a "cutoff level" was determined by drawing a
random number between 000 and 999. The cutoff level was used to determine the sellers’
earnings. A seller's Earnings = ¥100 if his lottery tickets were greater than or equal to the
cutoff level, and his Earnings = ¥0 otherwise. Earnings from each period were added up to

obtain the seller’s cumulative earnings at the end of the experiment.
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Results and Discussion
A total of 17 laboratory sessions were conducted, but only data pertaining to the last 14 sessions
are analyzed below. Data from the first three sessions were discarded because the sole purpose of
such sessions was to gain information about the experimental design and to calibrate the model's
parameters. Of the 14 sessions with usable data, 12 sessions were conducted to collect data about
propositions 1 and 3 simultaneously, and the other two sessions were used to obtain information
about propositions 2 and 3 simultaneously. For expositional clarity, results from the two set of

experiments are discussed separately in the following subsections.

Experiments Related to Propositions 1 and 3

The twelve experimental sessions related to propositions 1 and 3 involved the three alternative
market scenarios reported in the top six rows of Table 1. For example, under scenario S the
equilibrium price is within the interval [47, 75] and the quantity traded is 8 if the equilibrium is
characterized by rationing. In contrast, if the equilibrium under scenario S is characterized by
market clearing, the equilibrium price is within the interval [190, 205] and the quantity traded is 2.
Graphically, the three alternative market scenarios are shown in Figures 1 (scenario S), 2
(scenario S1), and 3 (scenario S2).

For each market scenario, experiments were conducted under two alternative institutions,
posted offers (O) vs. posted bids (B), and two alternative information sets available to market
participants, informed players (I) vs. uninformed players (U). The institution/information setting
yielded an array of 4 experiments (BI, BU, OI, OU) for each of the 3 market scenarios, for a total

of 12 experiments.
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Table 1. Theoretical equilibria and actual outcomes from alternative scenarios and institutions.

Scenario  LoanPrice  Quantity of Excess
(1+7r Loans Demand
Traded for Loans
Theoretical Equilibrium:
Rationing S 47-75 8 2
Rationing S1 103-120 6 3
...... Rationing . ... ... 82 103120 A 3.
Theoretical Equilibrium:
Market clearing S 190-205 2 0
Market clearing S1 149-170 4 0
Market clearing S2 190-205 2 0
Actual outcome:
Posted bid, informed players S 25.7 7.71
Posted bid, informed players S1 79.8 5.74
Posted bid, informed players S2 30.7 3.84
Wald test statistic (p-value) xs =148.20 ;=233
e PR1OD)  EOSY)
Actual outcome:
Posted bid, uninformed players S 67.8 7.79
Posted bid, uninformed players S1 97.2 6.02
Posted bid, uninformed players S2 43.1 3.56
Wald test statistic (p-value) . x =10523 4y =482
e PRIOY (=019
Actual outcome:
Posted offer, informed players S 64.6 7.57
Posted offer, informed players S1 129.2 5.33
Posted offer, informed players S2 115.6 3.47
Wald test statistic (p-value) ¥; =3.62 ¥ =11.99
e @2030)  (p=000T)
Actual outcome:
Posted offer, uninformed players S 85.8 7.93
Posted offer, uninformed players S1 125.7 5.90
Posted offer, uninformed players S2 107.1 3.47
Wald test statistic (p-value) ¥ =6.19 ¥ =596
(p=0.10) (p=0.11)
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Multiple regression results are summarized in Table 2. The dummy variable “initial
trading periods” equals 1 for trading periods 1 through 12, and 0 for trading periods 13 through
15. This dummy variable is used to control for participants’ learning about the trading
environment throughout the session. The “initial trading periods” dummy affects loan prices
significantly, as the Wald test statistic corresponding to the joint hypothesis:

Ho: ar= aro = ara = ans1 = a2 = 0, Ha: Ho not true;

equals y? = 141.72, which is substantially greater than the 1 percent critical value of z2,, =

15.09. In contrast, the quantity of loans is not affected by the “initial trading periods” variable, as
the test statistic for the joint hypothesis:

Ho: fr= Pro = Pra= Prs1 = Pr2 =0, Ha: Hp not true;
equals y2 = 1.61, which has a p-value of 90 percent.

The figures reported in Table 2 suggest that the number of loans made is unaffected by
whether the institution is posted bids or posted offers, but that loan prices are significantly

affected by them. This intuition is partly confirmed by the Wald test corresponding to the

following hypotheses:
Price: Ho: ao= ar«o = Qou = Goxs1 = @oxs2 =0;  Ha: Hp not true.
Quantity: Ho: fo = Pro = Poxi = Poxs1 = Poxs2 = 0; Ha: Hj not true.

The corresponding test statistics are x> =276.44 and y; = 13.68, respectively. Thus, the null

joint hypothesis is strongly rejected for prices, and (not) rejected for quantities at the 5 (1) percent
significance level. Therefore, working hypothesis P3.1 (i.e., that outcomes are the same under

posted offers as under posted bids) is strongly rejected by the experimental data.
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Table 2. Multiple regression results corresponding to propositions 1 and 3.

Dependent Variable

Loan Price (1 +r)

Quantity of Loans
Made

Explanatory variables:
Intercept
Initial trading periods
Posted offer
Informed players
Scenario S1

Scenario S2

Initial trading periods x Posted offer

Initial trading periods x Informed players

Initial trading periods x Scenario S1

Initial trading periods x Scenario S2
Posted offer x Informed players
Posted offer x Scenario S1

Posted offer x Scenario S2
Informed players x Scenario S1

Informed players x Scenario S2

i =67.8** (4.6)°

i, =33.6%* (4.8)

i, =18.0** (5.1)

i, =—42.2** (5.1)
dg =29.4** (5.7)
dg, =—24.7%* (6.6)

dpp =—25.4%% (4.7)
iy, =12.2%* (4.7)
Aps =—15.9%*
(5.4)

Arsy =4.7(6.2)
3, =21.0%* (3.8)
A = 10.5% (4.3)
35, = 46.0%* (4.9)
G,.g = 24.8%% (4.3)
3.5y =29.8%% (4.9)

g =1.79%* (0.22)

A, =0.01(0.23)

~

B, =0.14 (0.23)
B, =-0.08 (0.23)
B =—1.77** (0.26)

Y

Bsy =—4.23%*
(0.26)
Br.o =—0.08 (0.20)
fr., =—0.06 (0.20)
Br.s =—0.04 (0.25)

Br.s; =0.23 (0.25)
Bo =~0.29(0.16)
Bous =—0.27 (0.20)
Bowss = —0.23 (0.20)
Brus =—0.20 (0.20)
B1s2 = 0.37 (0.20)

R2

Number of observations

0.408
1,025

0.908
180

* (**) Significantly different from zero at the 5 (1) percent level based on the two-tailed t-statistic.
*Numbers between parentheses below coefficient estimates denote the respective standard deviations.
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Similarly, working hypothesis P3.2 (i.e., that outcomes do not depend on whether players
are informed or uninformed) is strongly rejected as well, because the following null hypotheses
are strongly rejected:

Price: Ho: o= arg= aou= ans1= a2 =0; Ha: Hp not true.
Quantity: Ho: B = Bra= Pou= Prs1 = Prs2=0; Ha: Hp not true.
The associated Wald tests yield test statistics of y2 = 102.06 and y2 = 18.28, respectively,

thereby indicating a strong rejection of the null.

Because of the significant effect of the trading period and of institutional arrangements on
loan prices, the following tests of working hypotheses P1.1 and P1.2 refer specifically to point
estimates of the outcomes for the last three periods of trading in each experiment (periods 13
through 15) obtained by means of the multiple regressions reported in Table 2, for each of the
four institutional settings (BI, BU, OI, and OU).

Working hypothesis P1.1 (i.e., that observed prices and traded quantitities are the same as
predicted by the theoretical rationing equilibrium model) may be tested as follows:

Hy: Loan price at S is between 47 and 75, loan price at S1 is between 103 and 120, and loan

price at S2 is between 103 and 120.

Ha: Hp not true.
Although this hypothesis test only involves prices, its rejection implies rejection of working
hypothesis P1.1. Point estimates of prices for scenarios S, S1, and S2 are reported in Table 1 and
depicted in Figures 1, 2, and 3, respectively. Only four of the 12 point estimates lie inside the
respective hypothesized intervals (S-BU, S-OI, S2-OI, and S2-OU). Five of the 12 point
estimates lie below the respective hypothesized intervals (S-BI, S1-BI, S2-BI, S1-BU, and S2-

BU), and three lie above (S1-OI, S-OU, and S1-OU). The reported Wald test statistics indicate a
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strong rejection of the null joint hypothesis that the price point estimates for scenarios S, S1, and
S2 lie inside their respective intervals in the two posted-bid (B) settings. In contrast, in the two
posted-offer (O) settings, the null hypothesis cannot be rejected according to the Wald test
statistics.

Table 1 and Figures 1 through 3 also suggest that posted-offer prices tend to be
systematically greater than posted-bid prices. Furthermore, the difference between posted offer
and posted bid prices seems systematically greater for the informed setting. The corresponding
hypothesis tests indicate that both results are statistically significant.

An alternative way of testing working hypothesis P1.1 is:

Ho: Quantity traded at S = 8, quantity traded at S1 = 6, and quantity traded at S2 = 4.

Ha: Hy not true.
Again, this hypothesis test only involves quantities, but its rejection implies rejection of working
hypothesis P1.1. Point estimates of the quantities traded in the last three periods are shown in
Table 1, and represented pictorially in Figures 1 through 3. In only one (S1-BU) out of the 12
experiments do the point estimates exceed the number of trades predicted by the rationing
equilibrium. The Wald test statistics indicate that the null hypothesis should be rejected in only
one (OI) of the four scenarios, at standard levels of significance.

The experiments were designed to yield easily testable comparative statics results to
discriminate between the "credit rationing” and the "market clearing" equilibria. This is useful
because it is important to know whether the "credit rationing" equilibrium is rejected because the
actual equilibrium favored in the experiments is "market clearing.” Note that in going from
scenario S to scenario S1, the "credit rationing" equilibrium implies an increase in price (from the

interval [47, 75] to the interval [103, 120]) and a decrease in the quantity traded (from 8 to 6). In
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contrast, if "market clearing" equilibrium prevails, switching from scenario S to scenario S1
should cause a decrease in price (from the interval [190, 205] to the interval [149, 170]) and an
increase in the quantity traded (from 2 to 4).

In terms of the regression models of Table 2, "market clearing” can be rejected in favor of
"credit rationing" if the point estimate of price at the three final periods for scenario S1 minus the
point estimate of price for scenario S is significantly positive. Such a difference equals 54.1, 29.4,
64.6, and 39.9 for the BI, BU, OI, and OU settings, respectively. The associated 7 statistics equal
9.50, 5.16, 11.26, and 7.04, respectively, indicating that in all instances the price differences are
significantly greater than zero.

Alternatively, "market clearing" can be rejected in favor of "credit rationing" if the point
estimate of last-period quantity for scenario S1 minus the one for scenario S is significantly
negative. The point estimates of this difference are —1.97, —1.77, —2.23, and —2.03 for the BI,
BU, OI, and OU settings, respectively. In all four settings the differences are significantly smaller
than zero, as the associated 7 statistics are 7.46, 6.70, 8.47, and 7.71. Both price and quantity
comparative statics strongly reject the "market clearing" equilibrium in favor of the "credit
rationing" equilibrium, confirming the visual intuition provided by Figures 1 through 3.

Working hypothesis P1.2 (i.e., that under rationing equilibrium in the theoretical model, an
increase in the supply of funds increases observed quantities traded but does not affect observed
prices) may be tested by comparing the price outcomes for scenarios S1 and S2. Scenarios S1
and S2 are the same, except that the supply of funds is greater for the former than for the latter.
Therefore, working hypothesis P1.2 can be tested as follows:

Hy: AP =loan price under S1 — loan price under S2 = 0.

Hs: Hp not true.
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Point estimates of AP (¢ statistics) for the three final periods are 49.1 (7.13), 54.1 (7.82), 13.6
(1.94), and 18.6 (2.66) for BI, BU, O], and OU, respectively. Hence, APs are greater than zero at
standard significance levels for BI, BU, and OU, and barely nonsignificant for OI. Based on this
evidence, the "credit rationing" equilibrium can be rejected.

It is worth noting that the above rejection of the "credit rationing" model is not due to the
"market clearing" model being favored. This is evident because, by the design of experiments S1
and S2, one should obtain AP < 0 if the actual outcome were the “market clearing” equilibrium.
Under the "market clearing" equilibrium, S1 prices [103-120] are smaller than S2 prices [190-
205]. Given that the point estimates of AP are all positive and three of them significantly so, it is
clear that the “market clearing” equilibrium is rejected even more strongly than the “credit

rationing” equilibrium.

Experiments Related to Propositions 2 and 3

Two laboratory sessions (one with institutional setting BI and the other with OI) involving two
observationally distinguishable borrower groups were conducted with the purpose of gathering
data to test working hypotheses P2.1 and P3.1. The scenario analyzed is summarized in Table 3.
The aggregate loan demand schedule is identical to that of scenario S in Table 1, but the crucial
difference now is that borrowers are classified into two observationally distinguishable groups
(i.e., I'=2). Lenders’ maximum expected profits per loan made to group 2 borrowers are greater
than lenders’ maximum expected profits per loan made to group 1 borrowers. Therefore, if the
“redlining” equilibrium held, group 1 loan applicants should receive loans only if all four of the
applicants from group 2 receive loans. The alternative “naive rationing” equilibrium reported in

Table 3 is obtained under the (highly unlikely) assumption that lenders do not care about which
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Table 3. Theoretical equilibria and actual outcomes from alternative scenarios and institutions in

the presence of observationally distinguishable groups.

Scenario Observationally Loan  Quantity Excess
Distinguishable Price  ofLoans Demand

Entrepreneurial  (1+r)  Traded for

Group Loans
Theoretical equilibrium:
Redlining S y=1,Ni=6 50-75 4 2
______ Redlining .S r=2MN=4 79 4 0.
Theoretical equilibrium:
Naive rationing S y=1,N1=6 47-75 48 1.2°
______ Naiverationing ... .S y=2,Np=4 4775 32 08
Theoretical equilibrium:
Market clearing S y=1,N;=6 190-205 2 0
Market clearing S y=2,N,=4 - 0 0
Actual outcome:
Posted bid, informed players S y=1,N;=6 10.8 4.30
...... Posted bid, informed players S y=2,M=4 618 203 .
Actual outcome:
Posted offer, informed players S y=1,N,=6 533 5.03
Posted offer, informed players S y=2,N,=4 85.2 2.97

*On average.
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observationally distinguishable group a loan applicant belongs to. Finally, the “market clearing”

equilibrium is characterized by a loan price at which aggregate loan demand is equal to aggregate

loan supply.

Results from the multiple regressions are reported in Table 4. There are strong indications

that prices as well as quantities in early trading periods were quite different from

Table 4. Multiple regression results corresponding to propositions 2 and 3.

Dependent Variable Loan Price (1 +r) Quantity of Loans
Made
Explanatory variables:
Intercept $ =10.8 (9.4) ¢ =4.30%* (0.44)
Initial trading periods pr =45** (11) g, =—1.04* (0.48)
Posted offer bo =42 (13) 4, =073 (0.54)

~

Entrepreneurial group 2 9, = 51** (15) $,, =-2.27** (0.54)

Initial trading periods x Posted offer Or.0 =7(14) $r0 =—0.25(0.55)

Initial trading periods x Entrepreneur. group 2 Praz =—46** (14) 4., =2.08**(0.55)

Posted offer x Entrepreneur. group 2 Pox =19 (11) Box = 0.20 (0.44)
R? 0.324 0.350
Number of observations 209 60

* (**) Significantly different from zero at the 5 (1) percent level based on the two-tailed t-statistic.
*Numbers between parentheses below coefficient estimates denote the respective standard deviations.
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those at later trading periods. This is true because the test statistics for the joint hypotheses:
Ho: ¢r= @rv0= @rsp =0; Ha: Hy not true;
Ho: ¢r=¢rco= @ =0; Ha: Hj not true;

are y2 =33.29 and y? = 14.81, respectively, which are well in excess of the 1 percent critical
value (3,0 =11.34).

With regard to the institutional arrangement, the hypotheses:
Price: Ho: @0 = @r.0 = @oxp = 0; Ha: Hy not true;
Quantity: Ho: ¢o = ¢ro = boxp =0, Ha: Hp not true;

yield test statistics of ¥ =55.62 and y? = 8.73, respectively, compared to a critical value of

X300s = 7.82 (x2,0 =11.34) at the 5 (1) percent level of significance. Thus, as this was the

case under no observationally distinguishable groups, (a) prices are significantly different under
posted bids than under posted offers, and (b) the number of loans made is significantly different
under posted bids than under posted offers at the 5 percent significance level, but not at the 1
percent level. Therefore, working hypothesis P3.1 (i.e., that outcomes are the same under posted
offers as under posted bids) is also strongly rejected by data obtained under observationally
distinguishable groups.

In the present experimental setting, working hypothesis P2.1 means that, if the "credit
rationing" model is true, group 1 loan applicants should receive loans (Q; > 0) only if all four of
group 2 loan applicants receive loans (Q, =4). This condition is equivalent to (a) Q; = 0if Q, <

4, and (b) Q, = 0 if Q, = 4. Hence, working hypothesis 2 can be tested as follows:

Hp: (4-Q)Qi=0; Hx (4-Q)Qi>0.
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The test statistics (p-values) are x7 = 20.44 (p = 0.00001) and y? = 5.89 (p = 0.015) for the
posted bid and the posted offer scenarios, respectively, leading to a strong rejection of the null
hypothesis for posted bids, and to rejection (nonrejection) at the 5 (1) percent significance level

for posted offers.

Summary and Conclusions
An experimental design of laboratory sessions specifically aimed at examining the workings of
credit markets is developed. A major feature of the advocated design is the tight control of
experimental subjects' information about the market. Experiments are designed to avoid likely
biases in participants' behavior induced by the use of credit market terminology (e.g., "loans" or
"borrowers") with potential strong moral and/or ethical connotations. In addition, for consistency
with the assumptions from the theoretical model of credit rationing, the experiments are set up to
elicit risk-neutral behavior from participants.

Statistical analysis of the experimental data strongly rejects the credit rationing hypothesis
for most scenarios studied. There is significant evidence that the institutional setting greatly
influences the market outcomes. In particular, posted offer prices tend to be higher than posted
bid prices, and such a difference increases with the participants' information about the market.
More importantly, the evidence against the credit rationing hypothesis is much weaker (or even
nonexistent) under posted offers than under posted bids.

For modeling purposes, an important implication of the present study is that the "credit
rationing" framework is more tenable to represent real-world credit markets better characterized

as posted-offer markets than posted-bid markets. Interestingly enough, perhaps the most
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conspicuous credit markets of all, those for bank loans, can be approximated reasonably well as
posted-offer markets.

When interpreting the present empirical findings, however, there are at least two issues to
consider. First, in economic systems as complex as the one being studied, it is very easy to
statistically reject the benchmark model(s) (Noussair, Plott, and Riezman). In this regard, future
empirical work should assess the economic, as opposed to statistical, relevance of the departures
from the "credit rationing" predictions. Second, the most obvious competing model, "market
clearing," is rejected far more strongly than the "credit rationing" paradigm. That is, at the
present time it is not clear that there exists a better alternative to the "credit rationing" theory,
even if the latter is rejected empirically. It seems fair to argue that this issue should occupy a

prominent place in the future research agenda on the theory of credit markets.
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Loan Price (1+r1)

Figure 1. Loan supply and demand schedules for scenario S
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Loan Price (1+r)

Figure 2. Loan supply and demani
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Loan Price (1+r1)

Figure 3. Loan supply and chemand schedules fopaednapidySE.S)
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